Page 1



3GPP TSG-SA1 Meeting #97e
S1-220216
Electronic Meeting, 14-24 February 2022
(revision of S1-220100)
	CR-Form-v12.1

	CHANGE REQUEST

	

	
	22.847
	CR
	0014
	rev
	1
	Current version:
	18.1.0
	

	

	For HELP on using this form: comprehensive instructions can be found at 
http://www.3gpp.org/Change-Requests.

	


	Proposed change affects:
	UICC apps
	
	ME
	
	Radio Access Network
	
	Core Network
	


	

	Title:

	Editorial corrections for quality improvement

	
	

	Source to WG:
	Huawei

	Source to TSG:
	SA1

	
	

	Work item code:
	FS_TACMM
	
	Date:
	2022-02-25

	
	
	
	
	

	Category:
	D
	
	Release:
	Rel-18

	
	Use one of the following categories:
F  (correction)
A  (mirror corresponding to a change in an earlier 












release)
B  (addition of feature), 
C  (functional modification of feature)
D  (editorial modification)

Detailed explanations of the above categories can
be found in 3GPP TR 21.900.
	Use one of the following releases:
Rel-8
(Release 8)
Rel-9
(Release 9)
Rel-10
(Release 10)
Rel-11
(Release 11)
…
Rel-15
(Release 15)
Rel-16
(Release 16)
Rel-17
(Release 17)
Rel-18
(Release 18)

	
	

	Reason for change:
	Some editorial errors were identified in the TR. This CR corrects these editorial issues.

	
	

	Summary of change:
	· Fixed minor editorial errors in References
· Updated the abbreviation DOF to DoF
· Corrected several formatting errors

· Other editorial corrections

	
	

	Consequences if not approved:
	Editorial issues persist.

	
	

	Clauses affected:
	2, 3.3, 5.1, 5.2, 5.3, 5.4, 5.7, 6.1 and 6.2

	
	

	
	Y
	N
	
	

	Other specs
	
	X
	 Other core specifications

	TS/TR ... CR ... 

	affected:
	
	X
	 Test specifications
	TS/TR ... CR ... 

	(show related CRs)
	
	X
	 O&M Specifications
	TS/TR ... CR ... 

	
	

	Other comments:
	The title of the TR needs to be updated: 
“Study on supporting tactile and multi-modal communication services”

	
	

	This CR's revision history:
	


--- CHANGE #1 ---
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
ITU-T, "Technology Watch Report: The Tactile Internet", August 2014.
[3]
O. Holland et al., "The IEEE 1918.1 "Tactile Internet" Standards Working Group and its Standards," Proceedings of the IEEE, vol. 107, no. 2, Feb. 2019.
[4]
3GPP TS 22.263: "Service requirements for Video, Imaging and Audio for Professional Applications".
[5]
S. K. Sharma, I. Woungang, A. Anpalagan and S. Chatzinotas, "Toward Tactile Internet in Beyond 5G Era: Recent Advances, Current Issues, and Future Directions," in IEEE Access, vol. 8, pp. 56948-56991, 2020
[6]
3GPP TS 22.261: "Service requirements for the 5G system".

[7]
Kwang Soon Kim, et al., "Ultrareliable and Low-Latency Communication Techniques for Tactile Internet Services", PROCEEDINGS OF THE IEEE, Vol. 107, No. 2, February 2019

[8]
SAE Manoeuver Sharing and Coordinating Service Task Force, https://www.sae.org/servlets/works/committeeHome.do?comtID=TEVCSC3A.

[9]
SAE Sensor-Sharing Task Force, https://www.sae.org/servlets/works/committeeHome.do?comtID=TEVCSC3B.
[10]
M. During and K. Lemmer, "Cooperative manoeuver planning for cooperative driving," IEEE Intell. Transp. Syst. Mag., vol. 8, no. 3, pp. 8–22, Jul. 2016.

[11]
D. Soldani, Y. Guo, B. Barani, P. Mogensen, I. Chih-Lin, S. Das, "5G for ultra-reliable low-latency communications". IEEE Network. 2018 Apr 2; 32(2):6-7.

[12]
Void.
[13]
IEEE SA, "P1918.1 - Tactile Internet: Application Scenarios, Definitions and Terminology, Architecture, Functions, and Technical Assumptions", https://standards.ieee.org/project/1918_1.html

[14]
M. Eid, J. Cha, and A. El Saddik, "Admux: An adaptive multiplexer for haptic-audio-visual data communication", IEEE Tran. Instrument. and Measurement, vol. 60, pp. 21–31, Jan 2011.

[15]
K. Iwata, Y. Ishibashi, N. Fukushima, and S. Sugawara, "QoE assessment in haptic media, sound, and video transmission: Effect of playout buffering control", Comput. Entertain., vol. 8, pp. 12:1–12:14, Dec 2010.

[16]
N. Suzuki and S. Katsura, "Evaluation of QoS in haptic communication based on bilateral control", in IEEE Int. Conf. on Mechatronics (ICM), Feb 2013, pp. 886–891.

[17]
E. Isomura, S. Tasaka, and T. Nunome, "A multidimensional QoE monitoring system for audiovisual and haptic interactive IP communications", in IEEE Consumer Communications and Networking Conference (CCNC), Jan 2013, pp. 196–202.

[18]
A. Hamam and A. El Saddik, "Toward a mathematical model for quality of experience evaluation of haptic applications", IEEE Tran. Instrument. and Measurement, vol. 62, pp. 3315–3322, Dec 2013.

[19]
M. Back et al., "The virtual factory: Exploring 3D worlds as industrial collaboration and control environments," 2010 IEEE Virtual Reality Conference (VR), 2010, pp. 257-258

[20]
S. Schulte, D. Schuller, R. Steinmetz and S. Abels, "Plug-and-Play Virtual Factories," in IEEE Internet Computing, vol. 16, no. 5, pp. 78-82, Sept.-Oct. 2012

[21]
3GPP TS 22.104: "Service requirements for cyber-physical control applications in vertical domains"
[22]
Altinsoy, M. E., Blauert, J., & Treier, C., "Inter-Modal Effects of Non-Simultaneous Stimulus Presentation," A. Alippi (Ed.), Proceedings of the 7th International Congress on Acoustics, Rome, Italy, 2001.

[23]
Hirsh I.J., and Sherrrick C.E, 1961. J. Exp. Psychol 62, 423-432

[24]
Altinsoy, M.E. (2012). "The Quality of Auditory-Tactile Virtual Environments," Journal of the Audio Engineering Society, Vol. 60, No. 1/2, pp. 38-46, Jan.-Feb. 2012.

[25]
M. Di Luca and A. Mahnan, "Perceptual Limits of Visual-Haptic Simultaneity in Virtual Reality Interactions," 2019 IEEE World Haptics Conference (WHC), 2019, pp. 67-72, doi: 10.1109/WHC.2019.8816173.

[26]
Arnon, Shlomi, et al. "A comparative study of wireless communication network configurations for medical applications." IEEE Wireless Communications 10.1 (2003): page 56-61.
[27]
K. Antonakoglou et al., "Toward Haptic Communications Over the 5G Tactile Internet", IEEE Communications Surveys & Tutorials, 20 (4), 2018.
--- CHANGE #2 ---
3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

DoF
Degrees of Freedom
--- CHANGE #3 ---
5.1
Immersive multi-modal Virtual Reality (VR) application
5.1.1
Description

Immersive multi-modal VR application describes the case of a human interacting with virtual entities in a remote environment such that the perception of interaction with a real physical world is achieved. Users are supposed to perceive multiple senses (vision, sound, touch) for full immersion in the virtual environment. The degree of immersion achieved indicates how real the created virtual environment is. Even a tiny error in the preparation of the remote environment might be noticed, as humans are quite sensitive when using immersive multi-modal VR applications. Therefore, a high-field virtual environment (high-resolution images and 3-D stereo audio) is essential to achieve an ultimately immersive experience.
One of the major objectives of VR designers and researchers is to obtain more realistic and compelling virtual environments. As the asynchrony between different modalities increases, users’ sense of presence and realism will decrease. There have been efforts (since 1960s or even earlier) in multi-modal-interaction research regarding the detection of synchronisation thresholds. The obtained results vary, depending on the kind of stimuli and the psychometric methods employed. Hirsh and Sherrick measured the synchronisation thresholds regarding visual, auditory and tactile modalities [23]. 
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Figure 5.1.1-1. The synchronisation thresholds regarding visual, auditory and tactile modalities measured by Hirsh and Sherrick
M.E. Altinsoy and co. believe the audio-tactile synchronization has to be at least within an accuracy of ±40 ms [22]. More results have been reported based on extensive theoretical and experimental efforts. [24] further indicated the perceptual threshold values were 50 ms for the audio lag and the 25 ms for audio lead.

As to the visual-tactile synchronisation threshold, Massimiliano Di Luca and Arash Mahnan provided test results in [25] that indicate that none of the participants could reliably detect the asynchrony if haptic feedback was presented less than 50ms after the view of the contact with an object. The asynchrony tolerated for haptic before visual feedback was instead only 15ms.
5.1.2
Pre-conditions

The devices for immersive multi-modal VR application may include multiple types of devices such as VR glass type device, the gloves and other potential devices that support haptic and/or kinaesthetic modal. These devices which are 5G UEs are connected to the immersive multi-modal VR application server via the 5G network without any UE relays, see Figure 5.1.2-1.
NOTE: The devices that are connected to VR application via the 5G network are assumed to be 3GPP UEs.
Based on the service agreement between MNO and immersive multi-modal VR application operator, the application operator may in advance provide the 5G network with the application information including the application traffic characteristics and the service requirement for network connection. For example, the packet size for haptic data is related to the Degrees of Freedom (DoF) that the haptic devices supports, and packet size for one DoF is 2-8 Bytes [3] and the haptic device generates and sends 500 haptic packets within one second.
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Figure 5.1.2-1. Immersive multi-modal VR application with multiple 5G UEs directly connected to 5G network
5.1.3
Service Flows 
1. 
The application user utilizes the devices to experience immersive multi-modal VR application. The user powers on the devices to connect to the application server, then the user starts the gaming application.

2. 
During the gaming running period, the devices periodically send the sensing information to the application server, including: haptic and/or kinesthetic feedback signal information which is generated by haptic device, and the sensing information such as positioning and view information which is generated by the VR glasses.

NOTE 1:
The devices may send the haptic data and the sensing data with different periodic time. As an example, the device may send one packet containing haptic information to the application server every 2ms, and send the packets related to sensing information to application server every 4ms. Thus the haptic data and sensing data may be transferred in 5G network via two separate flows. The amount of haptic packets that are generated and transferred within one second may be 1K - 4K packets (without haptic compression encoding), or 100-500 packets (with haptic compression encoding). As indicated in IEEE 1918.1 [3], the size of each haptic packet is related to the DoF capacity that haptic device supports, the data size for one DoF is 2-8 Byte.
3. 
According to the uplink data from the devices, the application server performs necessary process operations on immersive game reality including rendering and coding the video, the audio and haptic model data, then application server periodically sends the downlink data to the devices, with different time periods respectively, via 5G network.

NOTE 2:
The application server may also send the haptic data and the video/audio data with different periodic time. For example, the application server sends one packet containing haptic information to the device every 2ms, and it sends the packets related to one video/audio frame to the device every 16.7ms in case 60 Frame Per Second which forms one burst traffic that goes on 3ms. Thus the haptic data and audio/video data may be transferred via two separate service data flows of a single session.
4. 
The devices, respectively, receive the data from the application server and present the related sensing including video, audio and haptic to the user.

NOTE 3:
To obtain more realistic and compelling virtual environments, network assistance may be needed to ensure synchronisation thresholds between different modal data thus improve the end users’ sense of presence and realism.
--- CHANGE #4 ---
5.2
Remote control robot

5.2.1
Description

Human can use Remote control robot to operate some actions which they are not able to be on the spot. With real-time and synchronous visual, audio and haptic feedback, remote robot operator will perform reactions suitable for the situation, and remote control robot can follow operator’s action to do the exact work. This can be used in many different scenarios. It can be applied to remote care for elderly, remote detonation, remote operation, remote maintenance of facility, remote firefighting, etc.
5.2.2
Pre-conditions

Alice is the operator of a remote robot for maintaining underground pipe. She has a sticker which has the same DoF and structure with the maintain tool on the remote robot. Both Alice and robot is connected to a 5G network with the ability to transfer video, audio and haptic information.

5.2.3
Service Flows

1. Remote robot is at the spot of a damaged underground pipe, using integrated camera and sensor to send back video, audio and haptic information.
2. Alice hold the control stick and can receive the haptic information, and receive the video, audio information synchronous on the screen and from the sound.

3. After analysing these information, Alice perform the next move on the operator sticker.

4. The haptic information including force and DoF transfer to remote robot, and the robot performs the same action.
 --- CHANGE #5 ---
5.3
Immersive VR games
5.3.1
Description

This use case is about supporting immersive VR games with tactile and multi-modal communication services. VR games have provided a better experience comparing to traditional games. As customers ask for more immersive game experience, haptic information has been taken into account including force and DoF. Traditional VR games provide video and audio information for players to create the real game scenarios. For better immersive VR games, haptic feedback is introduced and which provides the reality of touching things in games as well as the interaction of team players.

To play the VR game, players buy VR games and related equipment like VR glasses, hand shank, analogue steering wheel and haptic gloves, which may be produced by different manufactures. In multi-player VR games, they act as different UEs and need to corporate to complete the mission. On application level, the VR gaming application will be able to distinguish these UEs and share the information with network that these UEs and data flows are grouping under this VR gaming service, and network need to provide corresponding QoS accordingly.

For smooth experience in VR, the motion-to-photon latency should be less than 20ms [7], which indicates that the latency between player do one movement and the corresponding new pixels show in VR sights should be less than 20ms. The uplink dataflow in this loop is motion or haptic information, while the downlink in this loop is the video data. The QoS requirements for these two types of data flows are different, which includes latency requirements. But for the service level, it requires the joint latency consist both uplink and downlink. [5]
5.3.2
Pre-conditions

Alice and Bob are playing a VR game together. They need to cover each other’s back, find weapons and fight with zombies. The VR gaming equipment they wear are all connected to 5G network. The VR game application interacted with 5G network about the UE and dataflow information, and network provides the pre-agreed policy between application and operator on QoS requirements of each kind of modal data flow.
5.3.3
Service Flows

1. Alice and Bob both joined this VR games, and they can see each other’s character in the view.

2. Alice found two stones on the ground, she picks up both the stones. The delay between the real pick-up action and the virtual hand pick-up video is ignorable.
3. Bob has nothing to arm himself. So he asks Alice to throw him a stone.

4. Alice heard Bob and throws one of the stone to Bob.

5. Bob catches the stone can feel the weight of the stone.

5.3.4
Post-conditions

Alice and Bob can feel the things in the game as they are in the real world. The experience of this VR games is very realistic and smooth.
5.3.5
Existing features partly or fully covering the use case functionality

In TS 22.261 [6], there are performance requirements for supporting VR services.
5.3.6
Potential New Requirements needed to support the use case

[PR 5.3.6-1] The 5G system shall be able to support tactile and multi-modal communication service with following KPIs.

Table 5.3.6-1: Potential Key performance requirements for immersive VR games
	Use Cases
	Characteristic parameter (KPI)
	Influence quantity
	Remarks

	
	Max allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Reliability
	Message size (byte)
	# of UEs


	UE Speed
	Service Area
	

	Immersive multi-modal VR 
	[10-20 ms]

	16 kbit/s -2 Mbit/s

(without haptic compression encoding);

0.8 - 200 kbit/s 

(with haptic compression encoding)
	[99.99%] 
	2-8/DoF
	-
	Stationary or Pedestrian
	typically 

< 100 km2
	Haptic feedback

	
	
	1-100 Mbit/s
	[99.999%]
	[1-10000]
	-
	Stationary or Pedestrian
	typically 

< 100 km2
	Video

	
	
	5-512 kbit/s
	[99.9%]
	[50-100]
	-
	Stationary or Pedestrian
	typically 

< 100 km2
	Audio


[PR 5.3.6-2] The 5G system shall support a mechanism to allow an authorized 3rd party to provide QoS policy for coordination between flows of multiple UEs associated with an application. The policy may contain e.g. the set of UEs and data flows, the expected 5GS QoS handling(s) and associated triggering events, expected coordination assistance provided by 5G system between those multiple flows for different traffic types (e.g., haptic, audio and video).
[PR 5.3.6-3] The 5G system shall enable means to meet a synchronization threshold for flows of multiple UEs associated with an application based on input received from an authorized 3rd party.
[PR 5.3.6-4] Due to the separate handling of the multiple media components, synchronization between different media components is critical in order to avoid having a negative impact on the user experience (i.e. viewers detecting lack of synchronization). Applying synchronization thresholds in the 5G system may be helpful in support of immersive multi-modal VR applications when the synchronization threshold between two or more modalities is less than the latency KPI for the application. Typical synchronization thresholds (see [22], [23], [24] and [25]) are summarised in table 5.3.6-2. 
Table 5.3.6-2: Typical synchronization thresholds for immersive VR games
	
	synchronization threshold (note 1)

	audio-tactile
	audio delay:

50 ms
	tactile delay:

25 ms

	visual-tactile
	visual delay:

15 ms
	tactile delay:

50 ms

	NOTE 1:  For each media component, “delay” refers to the case where that media component is delayed compared to the other.


--- CHANGE #6 ---
5.4
Support of skillset sharing for cooperative perception and manoeuvring of robots
5.4.1
Description

Today, most automated driving vehicles rely on a single controller, which is the vehicle itself: sensing and controlling features of its own [3]. Since 3GPP Rel-14, LTE-based support for V2V features have been developed and tested through collaborative participation from automotive and communication industry. However, it is still challenging to use automated driving functionalities in general unstructured settings, if the controlling features are based on a single controller, having no idea on how neighbouring vehicles will behave.

This consequently requires that the automated driving system should allocate an extra safety margin into the planned trajectory which in turn causes traffic flow to be reduced and causes inefficiency to happen in a large scale network of vehicle networks where non-V2X vehicles and V2X-enabled vehicles possibly coexist. This is not even a problem for such an automated driving of road vehicles – the same applies to the operations of “automated manoeuvring robots” in unstructured settings. Without cooperation, the field of perception of a vehicle/robots is limited to the local coverage of the onboard sensors – not only for the relative distance, relative angle.

As a technology enabler solution against such problems of guaranteeing safety and traffic efficiency, it is being studied to share the sensor information [9] and manoeuver sharing [8] in SAE. Tactile Internet for V2N (potentially with assistance from edge cloud instead of general cloud servers) or V2V can enable an ultra-fast and reliable exchange of highly detailed sensor data sets between nearby vehicles, along with haptic information on trajectory [3]. Also, it would be one of the key factors for so-called “cooperative perception and manoeuvring” functionalities [10]: planning cooperative manoeuvers among multiple automated driving vehicle (or robots), such as plan creation, target point generation and target point risk assessment. It is by the Tactile Internet connectivity that vehicles can perform a cooperative perception of the driving environment based on fast fusion of high definition local and remote maps collected by the onboard sensors of the surrounding vehicles (e.g., video streaming from camera, radar, or lidar). This allows to augment the sensing range of each vehicle and to extend the time horizon for situation prediction, with huge benefits for safety [3]. The onboard sensors in today automated driving vehicles generate data flows up to 8 Gbit/s [3]. All these requirements call for new network architectures interconnecting vehicles and infrastructure utilizing ultralow-latency networks based on the Tactile Internet for cooperative driving services [3].

This use case is related to the support of (1) cooperative perception and manoeuvring and (2) extension of sensing range for cooperative automated driving scenarios using Tactile Internet, with some examples of moving robots (e.g., local delivery robots). Manoeuvring and perception obtained via haptic and multi-modal communications (also known as skillset sharing) are very timely shared between the controller and controlee.
--- CHANGE #7 ---
5.7
Support for IEEE P1918.1 architecture
5.7.1
Description

The on-going IEEE project P1918.1 “Tactile Internet: Application Scenarios, Definitions and Terminology, Architecture, Functions, and Technical Assumptions” [13] facilitates the rapid realization of the Tactile Internet as a 5G and beyond application, across a range of different user groups. The standard defines a framework for the Tactile Internet, including descriptions of various application scenarios, definitions and terminology, functions, and technical assumptions. This framework prominently also includes a reference model and architecture, which defines common architectural entities, interfaces between those entities, and the mapping of functions to those entities. The Tactile Internet encompasses low latency high reliability applications (e.g., manufacturing, transportation, healthcare and mobility), as well as non-critical applications (e.g., edutainment and events).
--- CHANGE #8 ---
6
Consolidated requirements

6.1
Consolidated potential requirements

Table 6.1-1: Consolidated Requirements
	CPR #
	Original PR #
	Consolidated Potential Requirement
	Comment

	CPR 6.1-1
	[PR 5.2.6-2], [PR 5.3.6-2], [PR 5.5.6-1], [PR 5.6.6-1], [PR 5.7.6-2], [PR 5.8.6-1], 
	The 5G system shall enable an authorized 3rd party to provide policy(ies) for flows associated with an application. The policy may contain e.g. the set of UEs and data flows, the expected QoS handling and associated triggering events, other coordination information.
NOTE:
The policy can be used by a 3rd party application for coordination of the transmission of multiple UEs’ flows (e.g., haptic, audio and video) of a multi-modal communication session.
	

	CPR 6.1-2
	[PR 5.5.6-2],
[PR 5.6.6-2], 

[PR 5.7.6-3], [PR 5.8.6-2]
	The 5G system shall support a means to apply 3rd party provided policy(ies) for flows associated with an application. The policy may contain e.g. the set of UEs and data flows, the expected QoS handling and associated triggering events, other coordination information.
NOTE:
The policy can be used by a 3rd party application for coordination of the transmission of multiple UEs’ flows (e.g., haptic, audio and video) of a multi-modal communication session.
	


6.2
Consolidated potential KPIs

The 5G system shall support tactile and multi-modal communication services with the following KPIs. 
Table 6.2-1: Multi-modal communication service performance requirements
	Use Cases
	Characteristic parameter (KPI)
	Influence quantity
	Remarks

	
	Max allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Reliability
	Message size (byte)
	UE Speed
	Service Area
	

	Immersive multi-modal VR (UL: device ( application sever)
	5 ms
(note 2)
	16 kbit/s -2 Mbit/s

(without haptic compression encoding);

0.8 - 200 kbit/s 

(with haptic compression encoding)
	99.9% (without haptic compression encoding)

99.999% (with haptic compression encoding)

[3]
	1 DoF: 2-8 

3 DoFs: 6-24 

6 DoFs: 12-48 

More DoFs can be supported by the haptic device
	Stationary or Pedestrian
	typically 

< 100 km2
(note 5)
	Haptic feedback

	
	5 ms
	< 1Mbit/s
	99.99%

[3]
	1500
	Stationary or Pedestrian
	typically 

< 100 km2
(note 5)
	Sensing information e.g. position and view information generated by the VR glasses

	Immersive multi-modal VR (DL: application sever ( device)
	10 ms

(note1)
	1-100 Mbit/s
	99.9%

[3]
	1500
	Stationary or Pedestrian
	typically 

< 100 km2
(note 5)
	Video

	
	10 ms
	5-512 kbit/s
	99.9%

[3]
	50
	Stationary or Pedestrian
	typically 

< 100 km2
(note 5)
	Audio

	
	5 ms

(note 2)
	16 kbit/s -2 Mbit/s

(without haptic compression encoding);

0.8 - 200 kbit/s 

(with haptic compression encoding)
	99.9% (without haptic compression encoding)

99.999% (with haptic compression encoding)

[3]
	1 DoF: 2-8 

3 DoFs: 6-24 

6 DoFs: 12-48
	Stationary or Pedestrian
	typically 

< 100 km2
(note 5)
	Haptic feedback



	Remote control robot
	1-20ms
	16 kbit/s -2 Mbit/s

(without haptic compression encoding);

0.8 - 200 kbit/s 

(with haptic compression encoding)
	99.999%

[3]
	2-8 (1 DoF)
	high-dynamic (≤ 50 km/h)
	≤ 1 km2
	Haptic feedback

	
	20-100ms
	16 kbit/s -2 Mbit/s

(without haptic compression encoding);

0.8 - 200 kbit/s 

(with haptic compression encoding)
	99.999%

[3]
	2-8 (1 DoF)
	Stationary or Pedestrian
	≤ 1 km2
	Haptic feedback

	
	5 ms
	1-100 Mbit/s
	99.999%

[3]
	1500
	Stationary or Pedestrian
	≤ 1 km2
	Video

	
	5 ms
	5-512 kbit/s
	99.9%

[3]
	50-100
	Stationary or Pedestrian
	≤ 1 km2
	Audio

	
	5 ms
	< 1Mbit/s
	99.999%

[3]
	-
	Stationary or Pedestrian
	≤ 1 km2
	Sensor information


	Skillset sharing low- dynamic robotics

(including teleoperation) Controller to controlee
	5-10ms
	0.8 - 200 kbit/s (with compression)
	99,999%

[3][27]
	1 DoF: 2-8 

3 DoFs: 6-24 

6 DoFs: 12-48
	Stationary or Pedestrian
	100 km2
	Haptic 

(position, velocity)

	Skillset sharing low- dynamic robotics

(including teleoperation)

Controlee to controller
	5-10ms
	0.8 - 200 kbit/s (with compression)


	99,999%
[3][27]
	1 DoF: 2-8 

10 DoFs: 20-80 

100 DoFs: 200-800
	Stationary or Pedestrian
	100 km2
	Haptic feedback

	
	10ms
	1-100 Mbit/s
	99,999%
[3] [27]


	1500
	Stationary or Pedestrian
	100 km2
	Video

	
	 10ms
	5-512 kbit/s
	99,9%
[3] [27]
	50
	Stationary or Pedestrian
	100 km2
	Audio

	Skillset sharing Highly dynamic/ mobile robotics

Controller to controlee 
	1-5ms
	16 kbit/s -2 Mbit/s

(without haptic compression encoding);

0.8 - 200 kbit/s 

(with haptic compression encoding)
	99,999% (with compression)

99,9% (w/o compression)

[3] [27]
	1 DoF: 2-8 

3 DoFs: 6-24 

6 DoFs: 12-48
	high-dynamic
	4 km2
	Haptic 

(position, velocity)

	Skillset sharing Highly dynamic/ mobile robotics

Controlee to controller
	1-5ms
	0.8 - 200 kbit/s 


	99,999% (with compression)

99,9% (w/o compression)

[3] [27]
	1 DoF: 2-8 

10 DoFs: 20-80 

100 DoFs: 200-800
	high-dynamic
	4 km2
	Haptic feedback

	
	1-10ms
	1-10 Mbit/s
	99,999%
[3] [27]
	2000-4000
	high-dynamic
	4 km2
	Video

	
	1-10ms
	100-500 kbit/s
	99,9%
[3] [27]
	100
	high-dynamic
	4 km2
	Audio

	Immersive multi-modal navigation applications 

Remote Site ( Local Site (DL)
	50 ms [39]
	16 kbit/s -2 Mbit/s (without haptic compression encoding);

0.8 - 200 kbit/s (with haptic compression encoding)
	99.999 %

[3]
	1 DoF: 2 to 8

10 DoF: 20 to 80

100 DoF: 200 to 800
	Stationary or Pedestrian
	≤ 100 km2
( note 5)
	Haptic feedback 

	
	<400 ms [39]
	1-100 Mbit/s
	99.999 %

[3]
	1500
	Stationary/ or Pedestrian, 
	≤ 100 km2
(note 5)
	Video

	
	<150 ms [39]
	5-512 kbit/s
	99.9 %

[3]
	50
	Stationary or Pedestrian
	≤ 100 km2
(note 5)
	Audio

	
	<300 ms
	600 Mbit/s
	99.9 %

[3]
	1500
	Stationary or Pedestrian
	≤ 100 km2
(note 5)
	VR




	Immersive multi-modal navigation applications Local Site ( Remote Site (UL)
	<300 ms
	12 kbit/s [26]
	99.999 %

[3]
	1500
	Stationary or Pedestrian
	≤ 100 km2
(note 5)
	Biometric / Affective 

	
	<400 ms [39]
	1-100 Mbit/s
	99.999 %

[3]
	1500
	Workers: Stationary/ or Pedestrian, UAV: [30-300mph]
	≤ 100 km2
(note 5)
	Video

	
	<150 ms [39]
	5-512 kbit/s
	99.9 %

[3]
	50
	Stationary or Pedestrian
	≤ 100 km2
(note 5)
	Audio

	
	<300 ms
	600 Mbit/s
	99.9 %

[3]
	1500
	Stationary or Pedestrian
	≤ 100 km2
(note 5)
	VR



	NOTE 1:
Motion-to-photon delay (the time difference between the user’s motion and corresponding change of the video image on display) is less than 20 ms, and the communication latency for transferring the packets of one audio-visual media is less than 10 ms, e.g. the packets corresponding to one video/audio frame are transferred to the devices within 10 ms.

NOTE 2:
According to IEEE 1918.1 [3] as for haptic feedback, the latency is less than 25 ms for accurately completing haptic operations. As rendering and hardware introduce some delay, the communication delay for haptic modality can be reasonably less than 5 ms, i.e. the packets related to one haptic feedback are transferred to the devices within 10 ms.

NOTE 3:
Haptic feedback is typically haptic signal, such as force level, torque level, vibration and texture. 
NOTE 4:
The latency requirements are expected to be satisfied even when multimodal communication for skillset sharing is via indirect network connection (i.e., relayed by one UE to network relay). 
NOTE 5:
In practice, the service area depends on the actual deployment. In some cases a local approach (e.g. the application servers are hosted at the network edge) is preferred in order to satisfy the requirements of low latency and high reliability.
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